
Introduction 
 
Networks appear all around us in different forms. And in a world dominated by social media today, the 
impacts of networks can have huge implications in the way news spreads and influences people on the 
platform. Interestingly, both real and fake news spread rapidly on the platform, necessitating the need for 
understanding what drives such cascades in the first place. 
 
Research has demonstrated that people who are like-minded tend to form connections with each other in 
online social networks. The paper, ​Birds of a Feather: Homophily in Social Networks​[1], goes on to 
explain the demographic, social, geographical and behavioral characteristics that help explain this 
phenomenon, while highlighting that “ties between nonsimilar individuals also dissolve at a higher rate, 
which sets the stage for the formation of niches (localized positions) within social space.” 
 
Likewise studies [2] have also shows the effect of group pressure on individual judgements, indicating 
how people tend to follow the herd even if they were intentionally misled with falsities. This can prove to 
have negative consequences in social media where people often turn to for help in order to validate their 
opinions and beliefs in the absence of proof by direct observation. For example, a tweet falsely claiming 
that Snapchat was planning to revert to its old design was retweeted 1.5 million times before it was 
deleted [3]. Even more problematically, Facebook has come under harsh criticism for serving as a 
breeding ground for Russian propaganda and allowing fake news to flourish on the site. 
 
Even more recently, an analysis of approximately 126,000 stories tweeted by 3 million people more than 
4.5 million times between 2006 and 2017 [4] found that “falsehood diffused significantly farther, faster, 
deeper, and more broadly than the truth in all categories of information, and the effects were more 
pronounced for false political news than for false news about terrorism, natural disasters, science, urban 
legends, or financial information.” It also found that false news was more novel than real news, 
suggesting that people were more likely to share novel information, and that “bots accelerated the spread 
of true and false news at the same rate, implying that false news spreads more than the truth because 
humans, not robots, are more likely to spread it.” 
 
Twitter, Bots and Russia 
 
On December 20, 2017, Twitter admitted that Russian trolls actively meddled in national conversations 
during the U.S. Presidential Elections [5]. It reported that it had identified over 3,814 accounts related to 
Kremlin-based propaganda outfit called Internet Research Agency [6] and several thousand bots, totally 
up to over 200,000 tweets [7]. 
 
This Twitter data is available to download via [7] and this paper explores the Neo4j dataset that’s 
available to explore the different connections between the tweets and users themselves. 
 
Hashtags: 
 
Exploring the tweets, it reveals some interesting patterns in that maga (Make America Great Again), tcot 
(Top Conservatives on Twitter), trump, neverhillary, trumppence16, ccot (Conservative Christians on 
Twitter), crookedhillary turn out to be some of the most used hashtags, signalling that these troll accounts 
tweeted content that favored Donald Trump over Hillary Clinton: 
 



 
 
While there are 12919 unique hashtags used by the troll accounts, checking which two hashtags were 
most frequently used together reveals the below result. 
 

 
 
Tweets: 
 
A check for the kinds of tweets posted by these troll accounts showed that these accounts were 
spreading a mix of original as well as retweeted content. For example, the user “AmelieBaldwin” made a 
total of 6092 retweets of a total of 9262 tweets available in her timeline. Likewise, the user “GiselleEvns” 
had the most number of original tweets (6007), a significantly higher number than the user who comes 
second in terms of posting original content: “TheFoundingSon” with 3377 original tweets. 
 



 
 
Checking the tweets posted by GiselleEvns, it appears to be mostly random, with new tweets made in 
every 4-5 second interval. This in itself lends credence to the fact that this account could have been a bot. 
 

 
 
Upon further checking the most retweeted tweets with a retweet count of more than 1000, it appears that 
there are very few accounts whose tweets get retweeted a lot. The top five include: TEN_GOP, 
Pamela_Moore12, Crytal1Johnson, SouthLoneStar and gloed_up. TEN_GOP had the most, with 271 
tweets posted by the account retweeted more than 1000 times. 
 



 
 
The next check was performed to see when these tweets were posted. Of a total of 15765 tweets made 
by accounts with over 15,000 followers, it can be gleaned that 11,115 tweets were made during 12:00 PM 
to 08:00 PM, with the tweet activity peaking around 03:00-04:00 PM. Around 6,246 tweets (out of the toal 
11,115 tweets) were posted just in that span of two hours. 
 
What are these accounts tweeting? 
 
Another area of interest is to see what the troll accounts are tweeting. If they are including a URL in their 
tweets, the domain names of these URLs can be indicator as to whether they are tweeting true 
information or merely spreading propaganda. Querying the data set for this information, some of the most 
frequent domains appear to be the following: twitter.com, bit.ly, twibble.io, youtu.be (YouTube), wapo.st 
(Washington Post) and ​www.breitbart.com​. 
 
The domains can then also be used to check if they are intentionally spreading misinformation by 
tweeting links to articles that are nothing but “fake news”. 
 
As bit.ly accounts for a significant number (4442), the next step undertaken was to expand the shortened 
URLs and see what domains they resolved to. The results of these steps are depicted as follows: 

http://www.breitbart.com/


 
 
Upon checking further the tweets coming from the domain “twitter.com”, it appears that a majority of them 
(1379) come from accounts that have been suspended by Twitter, followed by Donald Trump (124), 
Hillary Clinton (95), and ​www.thehill.com​ (70). 
 

 
 
Tracing back the domain names of URLs which had been shortened using different URL shorteners like 
“bit.ly”, "ln.is", "sh.st", "dlvr.it",  "ow.ly", "buff.ly", "goo.gl" and "ift.tt", URLs from the following domains were 
found to be the most commonly shared: 

http://www.thehill.com/


 
 
A check of most of these domains like ​Liberty Writers News​, ​TruthFeed​, ​The Gateway Pundit​ reveal 
themselves as associated with extreme right and known to spread propaganda and fake news. 
 
Interaction between trolls: 
 
As we have seen above, most of the tweets made by the troll accounts seem to be automated in that they 
are posted in intervals of 4-5 seconds. The fact that such bots are present in a platform like Twitter gives 
us an indication that these bots can be part of a bigger bot network, tweeting similar content or retweeting 
each other, thus simulating interactions between real users on the social media network. 
 
It’s therefore useful to infer relationships between these troll accounts see how many of these accounts 
are retweeting other trolls. In other words, the amplification of messages by trolls. A sample of such 
relationships is depicted below. 
 

https://mediabiasfactcheck.com/liberty-writers-news/
https://mediabiasfactcheck.com/truthfeed/
http://www.thegatewaypundit.com/


The first figure shows a retweet made by troll account NoJonathanNo (Jonathan Norwood) that was 
originally tweeted by another troll account called BlackToLive: “RT @BlackToLive: A unique picture of a 
black man supporting Trump and police https://t.co/UETXNOgdHV” 
 
The second figure explores a more intricate web of such retweet relationships between troll accounts. It 
shows the extent to which tweets posted by troll accounts were retweeted among other troll accounts, 
adding credence to the fact that there exist some troll accounts that were more popular than others and 
were actively tweeting propaganda. 
 
 

 
A tweet posted by user BlackToLive (in pink, right) is retweeted by Jonathan Norwood, a troll account 

suspended by Twitter 
 



 
A pictorial representation that shows a sample of tweets that were retweeted among the troll accounts 

 
An extension to this approach also involves finding the most important nodes in the network, which can 
done by making use of Neo4j’s PageRank algorithm which recursively goes over the graph to identify how 
well a node is connected to others. Querying the database for the troll accounts with the highest pagerank 
scores reveals TEN_GOP to the top account, followed by TheFoundingSon, GiselleEvns and others. 
 



 
 
But identifying bot networks also requires adding a community property that allows us to partition one 
node as belonging to one community over the other. This can be achieved in Neo4j using 
labelPropagation algorithm using the retweet count as a metric to do the partitioning. The result of this 
step can be seen below: 
 

 
 
While this only shows the extent of interaction of interaction between different troll accounts, a sample of 
some of the tweets from a couple of accounts show that they tend to retweet the same content, adding 
credence to the belief that they could possibly belong to a larger bot network. 
 



 
 
Conclusion 
 
The internet has long been used as a tool for political activism and social control. The findings above 
illustrate that political conversation on Twitter was by and large dominated by bots and right wing 
accounts, and the number of tweets favouring Donald Trump was more than that of Hillary Clinton.  
 
The term “fake news” is difficult to operationalize, but a sample of tweets posted by bots and other 
suspended accounts reveals that social media users shared many links to political news and information, 
but junk news, characterized by ideological extremism, misinformation and the intention to persuade 
readers to respect or hate a candidate or policy based on emotional appeals, was just as, if not more, 
prevalent than the amount of information produced by professional news organizations. 
 
The findings also show that troll accounts tend to retweet each other’s tweets frequently and that there 
are a few accounts who are more widely followed than the others. These accounts were also found to be 
mostly right wing, mostly sharing content that was propaganda and fake news, lending credence to the 
belief that these accounts were actively working towards meddling in the U.S. presidential elections. 
 
Queries 
 
Here is a snapshot of Neo4j queries run on the dataset for reference: 
 
1) Hashtag co-occurrence: 

MATCH (h1:Hashtag)<-[:HAS_TAG]-(t:Tweet)-[:HAS_TAG]->(h2:Hashtag) 
WHERE h1.tag < h2.tag 
RETURN h1.tag as hashtag_1, h2.tag as hashtag_2, count(t) AS count 
ORDER BY count DESC LIMIT 25 

 
2) Total number of Hashtags in the dataset: 

MATCH (h:Hashtag) return count(*) 
 



3) Most used hashtags: 
MATCH (:Troll)-[:POSTED]->(:Tweet)-[:HAS_TAG]->(ht:Hashtag) 
RETURN ht.tag AS hashtag, COUNT(*) AS count 
ORDER BY count DESC LIMIT 100; 

 
4) The locations where the tweets containing most used hashtags are tweeted from: 

MATCH (tr:Troll)-[:POSTED]->(t:Tweet)-[:HAS_TAG]->(ht:Hashtag) 
with ht.tag AS hashtag, tr.location as location, COUNT(*) AS count 
where count >= 100 and tr.location <> "" 
return hashtag, location, count 
order by count desc 

 
5) The most popular Troll Tweets: 

MATCH (tr:Troll)-[:POSTED]->(t:Tweet) 
WHERE EXISTS(t.retweet_count) 
RETURN tr.screen_name, tr.verified, tr.friends_count, t.text, t.retweet_count 
ORDER BY t.retweet_count DESC LIMIT 100 

 
6) The most unique trolls with the most retweeted tweets above 1000: 

MATCH (tr:Troll)-[:POSTED]->(t:Tweet) 
WHERE EXISTS(t.retweet_count) and t.retweet_count > 1000 
with tr.screen_name as name, count(t) as count 
return name, count 
ORDER BY count DESC LIMIT 100 

 
7) The years when these troll accounts were created: 

MATCH (t:Troll) WHERE NOT t.created_at = "" 
RETURN substring(t.created_at, 26) AS year, COUNT(*) AS num 
ORDER BY year 

 
8) The times these tweets were posted: 

MATCH (t:Tweet)<-[:POSTED]-(u) WHERE exists(t.text) AND u.followers_count > 15000 
RETURN u.user_key as user, u.followers_count as followers, substring(t.created_str,0,4) as year, 
toInteger(substring(t.created_str,11,2)) as timeofday, size(split(t.text," ")) as wordcount, 
size((t)-[:HAS_TAG]->()) as hashtagcount 
order by timeofday, user desc 

 
9) The kinds of contents posted by troll accounts - original tweets, replies and retweets: 

MATCH (tr:Troll)-[:POSTED]->(tw:Tweet) WITH tr, tw 
OPTIONAL MATCH (tw)-[:RETWEETED]-(rt:Tweet) 
OPTIONAL MATCH (tw)-[:IN_REPLY_TO]-(irp:Tweet) 
RETURN distinct tr.screen_name as screen_name, count(tw) as totalTweets, count(rt) as 
totalRetweets, count(irp) as totalReplies, (count(tw) - (count(rt) + count(irp))) as originalContent 
ORDER BY totalTweets DESC; 

 
10) The tweets of GiselleEvns 

​MATCH (tr:Troll)-[:POSTED]->(tw:Tweet) WITH tr, tw 
where tr.screen_name = "GiselleEvns" 



RETURN tr.screen_name, tw.text, tw.created_str 
order by tw.created_str desc 

 
11) The medium through which these tweets were posted: 

MATCH (:Troll)-[:POSTED]->(tw:Tweet)-[:POSTED_VIA]->(s:Source) 
RETURN s.name AS source, COUNT(*) AS num 
ORDER BY num DESC 

 
12) Which trolls are interacting with others: 

MATCH p= 
(:Troll)-[:POSTED]->(:Tweet)<-[:RETWEETED]-(:Tweet)<-[:POSTED]-(:Troll) 
RETURN p LIMIT 10 

 
13) What sources are they tweeting? 

MATCH (tr:Troll)-[:POSTED]->(t:Tweet)-[:HAS_LINK]-(u:URL)  
RETURN distinct u.expanded_url as domain, count(u) as count  
ORDER BY count desc 

 
MATCH (tr:Troll)-[:POSTED]->(t:Tweet)-[:HAS_LINK]-(u:URL)  
WITH t, replace(replace(u.expanded_url, "http://", '' ), "https://", '') AS url 
RETURN head(split(url, "/")) as domain, count(t) as count  
ORDER BY count desc 

 
13) Calculate pagerank: 

CALL algo.pageRank( 
"MATCH (t:Troll) RETURN id(t) AS id", 
"MATCH (r1:Troll)-[:POSTED]->(:Tweet)<-[:RETWEETED]-(:Tweet)<-[:POSTED]-(r2:Troll) 
RETURN id(r2) as source, id(r1) as target",  
{graph:'cypher'}) 

 
14) Most important nodes: 

​MATCH (t:Troll) WHERE EXISTS(t.pagerank) 
RETURN t.screen_name AS troll, t.pagerank AS pagerank  
ORDER BY pagerank DESC LIMIT 25 
 

15) Community detection: 
​CALL algo.labelPropagation( 
"MATCH (t:Troll) RETURN id(t) AS id", 
"MATCH (r1:Troll)-[:POSTED]->(t:Tweet)<-[:RETWEETED]-(:Tweet)<-[:POSTED]-(r2:Troll) 
RETURN id(r2) AS source, id(r1) AS target, COUNT(t) AS weight","OUTGOING", 
{graph:'cypher', write: true, iterations: 200}) 
 

16) Troll Communities: 
​MATCH (t:Troll) WHERE EXISTS(t.partition) 
RETURN COLLECT(t.screen_name) AS members, t.partition AS community 
ORDER BY SIZE(members) DESC LIMIT 20 
 

17) Cross-tweets across two different troll accounts: 



​MATCH (r1:Troll)-[:POSTED]->(t:Tweet)<-[:RETWEETED]-(:Tweet)<-[:POSTED]-(r2:Troll)  
RETURN r2.screen_name AS source, r1.screen_name AS target, COUNT(t) AS count  
ORDER BY count DESC LIMIT 50 

 
  



Neo4j Data Model of Troll Dataset 
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